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ABSTRACT The ability to measure the properties of proteins at the single-molecule level offers an unparalleled glimpse into biological systems at the molecular scale. The interpretation of single-molecule time series has often been rooted in statistical mechanics and the theory of Markov processes. While existing analysis methods have been useful, they are not without significant limitations including problems of model selection and parameter nonidentifiability. To address these challenges, we introduce the use of nonparametric Bayesian inference for the analysis of single-molecule time series. These methods provide a flexible way to extract structure from data instead of assuming models beforehand. We demonstrate these methods with applications to several diverse settings in single-molecule biophysics. This approach provides a well-constrained and rigorously grounded method for determining the number of biophysical states underlying single-molecule data.

INTRODUCTION

Proteins are the fundamental unit of computation and signal processing in biological systems. Understanding the biophysical mechanisms that underlie protein conformational change remains an important challenge in the study of biological systems. The ability to measure the properties of proteins at the single-molecule level offers an unparalleled glimpse into biological systems at the molecular scale. This was first achieved with ion channel proteins using the patch-clamp technique (1) and has been extended to soluble proteins using optical methods such as single-molecule fluorescence resonance energy transfer (FRET) (2) and optical tweezers (3). Such single-molecule time series reveal stochastic dynamics indicative of rapid transitions between semistable conformational states separated by free-energy barriers. This leads to a natural interpretation of these time series within the context of statistical physics and the theory of Markov processes. Markov models fit well within the conceptual framework of protein conformational change, yielding mechanistic models with a finite number of discrete energetic states. In practice, such time series, inevitably obscured by experimental noise and other obfuscations, are often analyzed using hidden Markov models (4,5). While this approach has been widely successful, it is not without important limitations.

Contemporary methods for the analysis of single-molecule time series suffer from problems of model selection bias and parameter identifiability. Analysis typically begins with the investigator positing some mechanistic model: the lens through which the data are to be interpreted. Generally, we must postulate the existence of some number of biophysically relevant states and perhaps even their interrelationships. For example, in the study of ion channel gating, a typical analysis requires postulating a particular mechanistic scheme consisting of a specified state space and connectivity, and using a maximum likelihood approach to estimate the relevant parameters of that scheme, given the data (5–7). However, in most applications, the number of relevant biophysical states is not obvious from the data and is not known beforehand. In fact, it is likely that an experiment was performed with the purpose of uncovering the existence and details of hidden molecular states. Therefore, the choice of a particular model has a very strong effect on the analysis and interpretation of the data.

Methods for aiding in this problem of model selection have been proposed for a variety of experimental settings, and generally have relied on model comparison via maximizing likelihood or penalized maximum likelihood such as the Akaike information criterion (8–12). The strategy with such methods is motivated by parsimony: the goal is to find the model that provides the best explanation of the data, yet remains the least complex. Although parsimony is likely a useful guiding principle, these methods leave us with no rigorous way of quantifying our confidence in models relative to each other; we must rely on ad hoc comparison of models based on Akaike information criterion score or similar methods. Additionally, maximum likelihood methods are generally unable to detect parameter nonidentifiability, where disparate regions of parameter space might yield identical data, a pitfall that is increasingly common as researchers pursue models of higher complexity (13–15). Although they have been quite useful, likelihood-based approaches...
for modeling single-molecule time series suffer from important drawbacks.

Here, to our knowledge, we introduce a novel approach for the analysis of single-molecule time series that circumvents the problem of model selection by using nonparametric Bayesian inference. The goal of these methods is to use a class of probability models that are so flexible that we are able to extract structure from data instead of assuming models beforehand. These methods have become widely used in the machine learning community to handle challenging problems such as document modeling (16), speaker diarization (17), and image processing (18), among many others. The approach relies on the theory of random probability measures and in particular, we use the Dirichlet process to provide an infinite dimensional probability model that has well-defined properties for modeling finite data. This infinite model subsumes the set of all possible models, but in fitting finite data, we learn which of the infinite model components are actually necessary to provide a good explanation of the data. The properties of Dirichlet process models yield parsimony while preventing overfitting, allowing us to discover what process most likely generated the data, instead of assuming it. Importantly, this Bayesian approach provides estimates of all parameters, their uncertainty, and their identifiability. Finally, because our infinite dimensional model is a probability distribution with well-known properties, we gain a quantification of parameter confidence for different models that can be used for model comparison.

We demonstrate the use of nonparametric Bayesian inference with three cases from single-molecule biophysics. Using a Dirichlet process mixture model, we show that dwell-times from single ion channel recordings can be modeled nonparametrically in order to discover the number of biophysical states hidden in the data. We then describe the hierarchical Dirichlet process hidden Markov model and apply this model to time series from electrophysiology, single-molecule FRET, and single-molecule photobleaching. Finally, we introduce the hierarchical Dirichlet process aggregated Markov model that allows us to nonparametrically analyze single ion channel time series and discover hidden biophysical states without specifying a model. These methods provide a flexible and powerful framework for the analysis of diverse types of single-molecule data.

MATERIALS AND METHODS

Electrophysiology

HEK293 cells were cultured following standard protocols. Wild-type BK channel cDNA was transiently transfected into HEK cells with Lipofectamine 2000 (Invitrogen, Carlsbad, CA). As an optical marker, Enhanced green fluorescent protein was cotransfected. Recordings of single BK channels were performed 2–4 days after transient transfection. Voltage-clamp was performed on inside-out patches pulled from HEK cells at room temperature. Patch electrode resistances were 1–2 MΩ and the electrode solution contained 6 mM KCl, 136 mM KOH, 2 mM HEPES, 2 mM MgCl₂, and was pH-adjusted to 7.2 using MeSO₃H. Bath solution contained 6 mM KCl, 136 mM KOH, 20 mM HEPES, 0.01 mM Crown Ether ((+)-(18-Crown-6)-2,3,11,12-tetraacarboxylic acid), and pH was adjusted to 7.2 using MeSO₃H. Additionally, EGTA was added to buffer calcium and varying amounts of CaCl₂ were added. Free calcium concentrations were measured using a calcium-sensitive electrode. Recordings were performed with an Axopatch 200A amplifier (Axon Instruments, Jakarta, Indonesia; distributed by Molecular Devices, Eugene, OR) and digitized using an ITC-16 A/D converter. Single channel traces were sampled at 100 kHz and analog-filtered at 10 kHz, and collected using the software PATCHMASTER (HEKA Electronik, Lambrecht, Germany).

FRET

The single-molecule FRET data were kindly contributed by Christy Landes and David Cooper at Rice University. The data were collected using procedures similar to those reported in Ramaswamy et al. (19). The agonist-binding domain of the NMDA receptor was expressed and purified using standard procedures. Streptavidin acted as a linker between a biotin-PEG slide and the biotin-conjugated anti-histidine antibody bound to the NMDA subunit. A PBS solution containing 250 nM protein tagged with biotin-conjugated anti-histidine monoclonal antibody was then added. The dye attachment sites were mutated at T193 and S115 to cysteine residues. The NMDA agonist binding domain was in the presence of saturating concentrations of glycine and thus should be fully bound with agonist. To obtain the smFRET trajectories for the individual protein molecules, a 10 × 10-µm area of the sample was scanned to spatially locate 20–25 molecules. The fluorescence signals of the donor and the acceptor were collected until the fluorophores were photobleached. Photon counts were collected from two avalanche photodiodes tuned to the wavelengths for acceptor and donor light, which were then processed to remove background signal and crosstalk from the signals and FRET efficiency was calculated using standard methods. The emission intensity trajectories were collected at 1-ms resolution and later binned to 10-ms time steps.

Photobleaching

The single-molecule photobleaching data were collected as described in Bankston et al. (20), which is briefly replicated here: Xenopus oocytes were injected with varying ratios of TRIP8b and HCN2 mRNA. Total internal reflection fluorescence movies were acquired using a model no. TE2000-E microscope with a high numerical aperture objective (100×, 1.49 N.A.; Nikon, Melville, NY) and the Evolve 512 EMCCD camera (Photometrics, Huntington Beach, CA), with a pixel resolution of 9.37 pixels/micron. Oocytes were illuminated with a 488-nm argon laser from Spectra-Physics (Santa Clara, CA). An image stack of 800–1200 frames was acquired at 30–50 Hz. The first five frames after opening of the laser shutter were averaged, and the background was subtracted using the rolling-ball method in the software IMAGEJ (National Institutes of Health, Bethesda, MD). The image was then low-pass-filtered with a two-pixel cutoff, and thresholding was applied to find connected regions of pixels that were above threshold. A region of interest of 6 × 6 pixels was placed around the center of the spot. Spots smaller than 3 pixels and larger than 15 pixels were discarded manually. Finally, the summed fluorescence intensity inside the 6 × 6 region of interest was measured and plotted versus time.

Data analysis

The models and algorithms used for data analysis are described in detail in the next section. Analysis for the Dirichlet process mixture of exponentials was performed using scripts written in the software R (The R Project for Biophysical Journal 108(3) 540–556
Statistical Computing. [www.r-project.org]. For the hierarchical Dirichlet process hidden Markov model, the beam sampling implementation of van Gael et al. (21) was used (code available at mloss.org/software/view/205/). For the hierarchical Dirichlet process aggregated Markov model, scripts were written in the software MATLAB (The MathWorks, Natick, MA). Code has been made available as the Supporting Material.

Theory

Nonparametric Bayes

Methods of nonparametric Bayesian inference rely on a class of flexible probability distributions known as random probability measures. Although there is an extensive literature on random probability measures of all flavors (22,23), we focus on the Dirichlet process. The Dirichlet process, DP($\alpha, H$), is a distribution on distributions (24). It has two parameters: a scalar $\alpha$, which is referred to as the concentration parameter; and a probability distribution $H$. Draws from DP($\alpha, H$) are random probability measures that are centered on $H$ and whose variance about $H$ is controlled by $\alpha$. A useful representation of a draw from a Dirichlet process is the stick-breaking process (25). A random probability measure, $G$, is drawn from a Dirichlet process as

$$ G \sim DP(\alpha, H), $$

where all $\theta_i$ values are independent and identically distributed samples from the base distribution $H$, and the weights satisfy the stick-breaking construction,

$$ w_i = v_i \prod_{k=i+1}^{\infty} (1 - v_k), $$

for $v_k \sim \text{Beta}(1, \alpha)$. Imagine breaking a stick of unit length into an infinite number of segments in the following way: Break the stick at a random location $w_1 \sim \text{Beta}(1, \alpha)$ and associate with this weight a random draw from $H$, $\theta_1 \sim H$. The remaining length of the stick is now $1 - w_1$. Again, draw $v_2 \sim \text{Beta}(1, \alpha)$ and break the remaining length of the stick at this location, such that $w_2 = (1 - w_1)v_2$, and associated with this weight is another independent and identically distributed draw from the base measure, $\theta_2 \sim H$. This process is repeated infinitely with the probability mass distributed across a countably infinite number of segments, hence,

$$ G = \sum_{i=1}^{\infty} w_i \delta_{\theta_i}, $$

where the notation $\delta_{\theta_i}$ denotes a point-mass at location $\theta_i$. For convenience, we denote the sequence $w_1, w_2, w_3, \ldots$, which satisfies the stick-breaking construction as $w \sim \text{GEM}(\alpha)$ (26). The expectation of the size of each weight, $E[w]$, decreases geometrically with $i$, such that only finitely many $w_i$ occupy nearly all the probability mass while infinitely many others occupy negligible probability. From Eq. 2, $G$ is an infinite mixture of components each with probability mass $w_i$ located at $\theta_i$. Note that $G$ is a discrete probability distribution, even though $H$ might be continuous.

Dirichlet process mixture models

Because a draw from the Dirichlet process is discrete, it can be awkward when used with data known to be drawn from a continuous distribution. A common variation is a Dirichlet process mixture model (DPMM), where $G$ is convolved with some parametric continuous distribution (27). Because $G$ is a discrete distribution, this convolution results in a mixture model with an infinite number of components. The data $y_i$ are drawn from a DPMM as

$$ G \sim DP(\alpha, H), $$

for $y_i \sim \int p(y_i|\theta)G(\theta)d\theta$, (4)

$$ = \sum_{j=1}^{\infty} w_j p(y_i|\theta_j). $$

We now imagine that each data point is drawn from one of an infinite number of components, each one parameterized by $\theta_j$. Due to the properties of the stick-breaking process, only finitely many $w_j$ occupy nearly all the probability mass, while infinitely many others occupy negligible probability mass. Because the data $y_i$ values are sampled from the probabilities $w_j$, a natural clustering is induced in the data. In principle, the number of inferred clusters could range between two extremes: there could be one cluster from which all the data are drawn, or there could be $N$ clusters, each data point being drawn from its own component. Obviously, neither of these of these extremes is particularly useful. Most commonly, we infer with high posterior probability the presence of some small number of clusters $k$, where $k\ll N$.

Model inference. In all the modeling applications that follow, we estimate the relevant joint posterior distributions using Markov chain Monte Carlo sampling (MCMC) (28). The strategy is that we can estimate an arbitrarily complex posterior distribution by drawing independent and identically distributed samples from it. Generating samples from the posterior is achieved by constructing a Markov chain whose limiting distribution is the desired posterior and then simulating this Markov chain for a finite number of iterations. Constructing Markov chains with a desired limiting distribution is achieved with the Gibbs sampling schemes described throughout this section.

As an example of a mixture model, later we will model dwell-times from single ion channel recordings using a mixture of exponential distributions. In this case, $p(y|\theta)$ is an exponential distribution with unknown scale parameter $\theta$. If we do not know how many components (mixtures) are in the data, we can use DPMM to model an infinite mixture

$$ y_i \sim \sum_{j=1}^{\infty} w_j e^{-\langle \theta_j \rangle}. $$ (6)

Inference with this infinite mixture model is achieved with the following Gibbs sampling scheme. We initially describe the relevant conditional posterior distributions for sampling a finite mixture of exponential distributions, and then describe how sampling is performed with the infinite mixture model. For a given finite mixture model with $K$ components, we are interested in computing the marginal posterior distributions of $\theta_1, \theta_2, \ldots, \theta_K$ and $w_1, w_2, \ldots, w_K$. The likelihood is a mixture of exponential distributions,

$$ p(y_i|w_1, \theta_1, w_2, \theta_2, \ldots, w_K, \theta_K) \propto w_1 e^{-\langle \theta_1 \rangle} + w_2 e^{-\langle \theta_2 \rangle} + \ldots + w_K e^{-\langle \theta_K \rangle} $$ (7)

$$ = \sum_{j=1}^{K} w_j e^{-\langle \theta_j \rangle}. $$ (8)

For the prior on each $\theta_j$, we use a conjugate Gamma-distribution, $Ga(A,B)$. For a single-component exponential distribution with a Gamma prior, the posterior distribution of scale parameter $\theta$ is

$$ p(\theta|y_N) \propto \prod_{i=1}^{N} w_i e^{-\langle \theta \rangle} \frac{B^A}{\Gamma(A)} \theta^{A-1} e^{-B\theta} $$ (9)

$$ = Ga(A + N, B + \sum y_i). $$ (10)
For the mixture model, we introduce a latent indicator variable, $s_i$, which serves to label each data point according to the component from which it was likely drawn. Using these indicator variables, the posterior of $\theta$ is extended to multiple components. Let $A_j$ be set of all $i$ such that $s_i = j$. Then the posterior over $\theta_j$ goes as

$$
p(\theta_j|y_N,s_1,\ldots,s_N) \propto \prod_{i \in A_j} we^{-(y_i \theta_j)}Ga(A, B) \tag{11}
$$

$$
= Ga \left( A + |A_j|, B + \sum_{i \in A_j} y_i \right). \tag{12}
$$

For each $s_i$, we sample the conditional posterior of datapoint $y_j$ belonging to each of the $K$ components from a multinomial distribution,

$$
p(s_i = j|\ldots) \propto w_j p(y_j|\theta_j), \tag{13}
$$

$$
s_i \sim \text{Multinomial}(p(s_i = 1|\ldots), p(s_i = 2|\ldots), \ldots, p(s_i = K|\ldots)). \tag{14}
$$

The cluster weights, $w_j$, are drawn from the standard Dirichlet distribution,

$$
p(w_1, w_2, \ldots, w_K|\ldots) \propto \text{Dir}(|A_1|, |A_2|, \ldots, |A_K|). \tag{15}
$$

For any mixture model with $K$ components, the conditional posterior distributions described above specify an efficient Gibbs sampler for calculating the posterior distributions of all model parameters. With a Dirichlet process mixture model, sampling $s_i$ from a multinomial distribution with $K$ components is likely to be impossible as $K \to \infty$. However, even though $\theta_1$, $\theta_2$, $\theta_3$... is infinitely long, the Dirichlet process induces a natural clustering such that the data are drawn from a finite set, $\theta^*$. During any particular iteration of Gibbs sampling, let $k^*$ denote the number of components that are represented in $\theta^*$. Then data point $y_j$ might be sampled from one of the $k^*$ clusters that are already represented, or to one of the infinitely many other clusters that are not yet represented, but all of which together occupy finite probability mass. Sampling the indicator variables $s_i$, goes as

$$
p(s_i = j|s^-, y_N) \propto \begin{cases}
\int_{\theta_j^-} \frac{p(y_j|\theta_j^-) d\theta_j^-}{\alpha} & j \leq k^* \\
\alpha \int_{\theta_j^+} p(y_j|\theta_j) dG(\theta_j) & j > k^*
\end{cases}, \tag{16}
$$

where the superscript ‘-’ indicates a conditioning variable without the data point in consideration, $y_i$. Thus, the indicator variables sample from each existing component with probability proportional to the perceived size of each component, and generate a new component with probability proportional to $\alpha$. If we use a conjugate model, then computing the integrals in Eq. 16 is simple and this scheme can be used for sampling from an infinite number of clusters. In this case of DP mixture of exponentials, we indeed can utilize the conjugacy between exponential and Gamma-distributions and the previous method can be used for inference. Alternatively, we prefer to use the slice sampling method of Walker (29) because it is used for more complex models discussed later.

Recall that, generally, our mixture model posits that the data are drawn from an infinite mixture of parametric distributions,

$$
p(y_j|\ldots) = \sum_{j=1}^{\infty} w_j p(y_j|\theta_j). \tag{17}
$$

We augment this model by adding a latent variable $u$, drawn from a uniform distribution, such that the joint model is

$$
p(y_j, u|\ldots) = \sum_{j=1}^{\infty} I(u < w_j) p(y_j|\theta_j), \tag{18}
$$

where $I(\cdot)$ is the indicator function and takes value 1 when its argument is true and 0 otherwise. Note that if we integrate Eq. 18 with respect to $u$ (marginalization), the result is the original model (Eq. 17), i.e.,

$$
\int p(y_j, u|\ldots)du = p(y_j|\ldots).
$$

This marginalization will be achieved with MCMC sampling of $u$, and we therefore retain the original model (Eq. 17) in which we were interested. Most importantly, because all $w_j$ values are <1, any particular draw of $u$ partitions the infinite set of $w_j$ into two sets: a finite set for which $w_j > u$ and an infinite set for which $w_j < u$. By incorporating this augmented model into the Gibbs sampler, we can sample $u$ in order to only represent finitely many clusters at each iteration, yet the aggregate sampling marginalizes the model back to that of Eq. 17. For each iteration, we draw $u_1, \ldots, u_N$ uniformly on the intervals $(0, w_1)$ and represent $k^*$ clusters where

$$
\sum_{j=1}^{k^*} w_j > 1 - \min(u_1, \ldots, u_N). \tag{19}
$$

Each iteration is simply a finite mixture model, and the number of mixture components fluctuates over the course of Gibbs sampling to integrate over the infinite number of clusters.

**Demonstration.** Fig. 1 shows an example of using this infinite mixture model. At top left, a simulated dataset ($N = 500$) was drawn from a mixture of four exponential distributions. The four components had scale parameters, $\theta_i$, equal to $[0.001, 0.01, 0.1, 1]$. Data points are plotted logarithmically to aid in visualization, and a kernel density estimate is shown. When shown in this way, we might guess by eye that there are distinct clusters in the data, but we would be unsure of how many. Using a DP mixture of exponentials allows us to posit an infinite model and then learn how many clusters are actually in the data. Shown at top right is the number of components in the infinite model that are represented throughout the course of Gibbs sampling. The model initializes with an arbitrary number of clusters, but quickly converges to the correct number. The bottom row of Fig. 1 shows the marginal posterior distributions for each of the $\theta_i$ that remain in the model. The true values of each $\theta_i$ are shown as red vertical lines. Using the DP mixture of exponentials, we were able to correctly learn the number of clusters in the data, and also get an accurate quantification of the relevant model parameters and their uncertainty.

**Infinite hidden Markov model**

Hidden Markov models (HMMs) have enjoyed vast application in many areas of science and engineering due to their flexibility and predictive ability (4). In this time-series model, we now index each data point as discrete time points $t$. It is assumed that observable data, $y_t$, is an observation of a hidden dynamical process that we cannot directly access. In particular, it is assumed that the system of interest has access to $K$ different hidden states ($1, 2, \ldots, K$) and transitions stochastically between states. The dynamics of the system are fully captured by the transition probability matrix $\pi$, where each element $\pi_{ij}$ is equal to $p(s_t = j|s_{t-1} = i)$, the probability of a transition to state $j$ at time $t$, given that the system was in state $i$ at time $t - 1$. Atop these dynamics, it is assumed that each hidden state, $s$, has a distinct emission distribution, $p(y_t|\theta_s)$. Therefore, the system transitions stochastically according to $\pi$, and each observation is a random draw from $p(y_t|\theta_s)$. Because of the Markov property, the joint probability of all hidden states and observations can be written as
Although HMMs have been widely useful, a major limitation is that we must specify how many hidden states, $K$, are in the model. To overcome this barrier, the infinite hidden Markov model (iHMM) was introduced—a model that was later generalized and termed the ‘‘hierarchical Dirichlet process hidden Markov model’’ (31,32). In this model, the number of hidden states is left unknown, and the transition matrix, $P$, is modeled nonparametrically using the hierarchical Dirichlet process. Each row of $P$ is a draw from a Dirichlet process and thus specifies the probability of transitioning to each of a countably infinite number of other hidden states. However, this idea alone would not constitute a useful HMM. Consider that each $P_i$ is drawn from $DP(a, b)$. Because each $P_i$ is almost surely discrete, there would be zero probability that any of the $P_i$ share any $q$ in common. Said differently, each $P_i$ quantifies transitions to an infinite number of hidden states, but there is no mechanism to ensure that the rows of $P$ transition to any of the same states. In order to ensure all the rows of $P$ are coupled, the hierarchical Dirichlet process was introduced (31). Here, each row $P_i$ is drawn from a DP with base distribution $\beta$. This base distribution, $\beta$, is itself a draw from a Dirichlet process, which ensures that each $P_i$ is drawing from the same infinite set of hidden states (atoms). This process can be described as

$$\beta \sim \text{GEM}(\gamma),$$

$$P_i \sim DP(\alpha, \beta),$$

$$\theta_i \sim H,$$  

The goal is then to learn the number of hidden states from a particular time series. 

Model inference. We initially describe a Gibbs sampling scheme for parameter inference with finite HMMs, and then describe the implementation used for the iHMM. Gibbs sampling methods for HMMs have been described elsewhere (33,34), and we only briefly discuss the basic components. For these examples, we imagine our observations are normally distributed random variables and that each hidden state corresponds to a distinct mean $\theta_i$ and precision $\tau_i$, such that

$$y_t \sim N(\theta_i; \tau_i).$$

Again, let $A_i$ denote the set of all $t$ for which $s_t = i$. For the means, $\theta_i$, we use a conjugate prior normal distribution $N(M, V)$. For each $\theta_i$,

$$p(\theta_i | \ldots) \propto N(M, V),$$

where

$$M = \frac{ab + \tau \sum_{t \in A_i} y_t}{|A_i| \tau + b},$$

$$V = \frac{1}{|A_i| \tau + b}.$$  

With a conjugate Gamma-prior, $p(\tau_i) = Ga(c, d)$, on the precisions, $\tau_i$, 

$$p(\tau_i | \ldots) \propto Ga(A, B),$$

The goal is then to learn the number of hidden states from a particular time series.


Conditioned on the previous samples of hidden states \( s_1, \ldots, s_n \), the transition matrix, \( \pi \), is simple. We use the standard Dirichlet distribution with parameter vector \([m, \ldots, m]\) as a conjugate prior for rows of the transition matrix, i.e., \( p(\pi) = \text{Dir}(m, \ldots, m) \). Let matrix \( N \) track the number of transitions between hidden states \( i \) and \( j \) such that

\[
N_{ij} = \sum_t I(s_t = j | s_{t-1} = i).
\]

Then each row of \( \pi \) is sampled as

\[
p(\pi_i | \ldots) \propto \text{Dir}(N_{i1} + m, \ldots, N_{iK} + m).
\]  

Finally, the hidden states, \( s_n \), are sampled using the forward-filter-backward-sampler method (33). We refer the reader to Scott (33) and Rosales (34) for a more detailed description of this sampling scheme for HMMs. The basic idea is that we combine the traditional forward-backward method (4) with a Gibbs sampling approach. The result is an effective way to generate posterior samples of \( (\pi) \) with a Gibbs sampling approach.

\[
A = \frac{d + |A|}{2},
\]

\[
B = \frac{1}{bc + 1/2 \sum (y_i - \theta_i)^2}.
\]

In the iHMM, it was assumed that each hidden state corresponds to a distinct emission distribution, \( p(y_t | \theta_i) \). In some cases, we might want to model a degeneracy such that multiple hidden states share the same emission distribution. In this infinite aggregated Markov model, the number of aggregates, \( K \), is known beforehand, and we mean to infer the number of hidden states with respect to the finite number of states.

\[
p(s_t | y_t, \ddot{u}, \ldots) = p(y_t | s_t) \sum_{s_{t-1}} I(u_t < \pi_{t-1}) p(s_{t-1} | y_{1:t-1}, u_{1:t-1})
\]

\[
= p(y_t | s_t) \sum_{s_{t-1} \in s_{t-1}} p(s_{t-1} | y_{1:t-1}, u_{1:t-1}).
\]

Thus, \( u_t \) splits the infinite state space into two partitions: an infinite set for which \( u_{t-1} < u_t \), and a finite set for which \( u_{t-1} > u_t \). Therefore, \( p(s_t | y_t, \ddot{u}) \) needs only to be computed with respect to a finite number of states.

As with the infinite mixture model, we can use \( \ddot{u} \) to compute at each iteration the number of hidden states that must be represented, \( k^* \), then we proceed with the Gibbs sampler just described for finite HMMs. Again, throughout the course of MCMC, resampling \( \ddot{u} \) results in fluctuations in the number of hidden states represented such that the aggregate of all MCMC samples results in integration over the infinite number of states. Sampling for \( \beta \) is performed using standard sampling methods for hierarchical Dirichlet process models (31).

Infinite aggregated Markov model

The sampling scheme works well, but it was noted that because Markov-type models will inherently have very high correlation between the latent variables, this form of Gibbs sampling could mix very slowly. To remedy this, the beam sampler for iHMMs was proposed (21). This implementation combines the dynamic programming approach described previously (33) with the slice sampling approach of Walker (29). The model is augmented to include latent variables \( u_1, \ldots, u_N \) in order to limit the computation to a finite number of hidden states at each iteration of MCMC. Sampling \( s_t \) at each iteration becomes

\[
\begin{align*}
(N_{s_{t-1}, j} + \alpha \beta_{st}) \frac{N_{s_{t-1}} + \alpha \beta_{st+1}}{N_{st} + \alpha} & \quad j \leq k^*, \quad k^* \neq s_{t-1} \\
(N_{s_{t-1}, j} + \alpha \beta_{st}) \frac{N_{s_{t-1}} + 1 + \alpha \beta_{st+1}}{N_{st} + 1 + \alpha} & \quad j = s_{t-1} = s_{t+1} \\
(N_{s_{t-1}, j} + \alpha \beta_{st}) \frac{N_{s_{t-1}} + \alpha \beta_{st+1}}{N_{st} + 1 + \alpha} & \quad j = s_{t-1} \neq s_{t+1} \\
\alpha \beta_{st} & \quad j = k^* + 1.
\end{align*}
\]

The authors extended the infinite hidden Markov model framework by allowing for a strong preference for models with state-persistence (32). That is, we assume the timescale of the system dynamics is significantly slower than the data sampling rate. In this way, we are interested in solutions to the data where the system stays in each state for multiple time samples and we are intentionally not interested in models where states have nearly zero dwell-time before transitioning. This certainly seems to be the case with ion channels, where from dwell-time distributions, we imagine that the channel tends to stay in each state for multiple time samples (at least). Following Fox et al. (17), we employ a sticky-iAMM by biasing probability
mass onto the diagonal elements of the transition matrix $\pi$. By ensuring nonzero probability mass on the diagonal of $\pi$, we exclude models where states transition arbitrarily quickly to other states. To achieve this, we make a slight alteration to the algorithm described in the previous section. We add a hyper-parameter $\kappa$, the magnitude of which tunes the stickiness of the resulting Markov model. Each row of $\pi$ is drawn from a Dirichlet process, with the diagonal elements biased by $\kappa$,

$$\pi_j \sim \text{DP}\left(\alpha + \kappa, \frac{\alpha \beta + \kappa \delta}{\alpha + \kappa}\right),$$

(35)

and the rest of the algorithm remains the same. Incorporating uncertainty in $\kappa$ into the sampling model should be possible in principle (36), but we prefer to use a fixed value. In experiments with simulated data, $\kappa = 100$ works well, and we use this same value for all ion channel data analyzed in the Results (see the Supporting Material for a discussion of Dirichlet process parameters).

An example of the sticky-iAMM, meant to mimic single ion channel recordings, is shown in Fig. 2. For simulating data, we use $A = 2$ and $K = 4$, and use transition dynamics $\pi$ such that the two states within each aggregate have very different transition probabilities. A sample of such data is shown at the top of Fig. 2 (gray trace), and we can even see by eye that within each emission distribution are events that have very long durations and other events with have very brief durations. By using the sticky-iAMM to analyze this time series, we can infer how many states are hidden within the two aggregated states.

The result of this model is shown as the colors in the top of Fig. 2; each datapoint is colored according to the hidden state from which it was likely drawn. With the infinite model, we are able to correctly identify that there are four states with distinct dynamics and are able to label all the data points: open states as red and blue, and closed states as green and gold.

The middle of Fig. 2 is a plot of the number of hidden states represented throughout the course of MCMC. Fig. 2 (bottom) shows the posterior distribution over the number of hidden states, and we see that high posterior probability is placed on there being four hidden states within this time series. Therefore, we are able to accurately infer the number of hidden states within this aggregated Markov process time series.

RESULTS

Single ion channel dwell-time distributions

We first demonstrate the use of infinite mixture models to analyze dwell-time distributions from single BK channel recordings. The BK channel has been studied extensively by many groups and detailed mechanistic models have been put forth to explain the effects of voltage and calcium on channel gating (37–40). This detailed understanding of BK channel gating provides an excellent testbed for the use of these proposed analysis methods.

As a first step to analyzing single ion channel records, we can deconstruct the time series into sojourns within closed states and open states (6). To do this, we first denoise, or idealize, the single channel data by classifying each data-point as corresponding to either closed or open. The simplest method for this would be choosing a threshold of halfway between the average open and closed current levels and then classifying each data point relative to this threshold.

FIGURE 2 Demonstration of the iAMM. (Top) Simulated data from a four-state process with two closed and two open states with different dynamics. Each of the states differ in their exit rate—we can even tell by eye that there is a short-lived state and a long-lived state, for both open and closed. Colors correspond to the inferred state-assignments when this time series is modeled with the iAMM; we find the number of hidden states correctly and correctly label each data point as corresponding to either closed or open. The simplest method for this would be choosing a threshold of halfway between the average open and closed current levels and then classifying each data point relative to this threshold.
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This simple method works fairly well, although one must be wary of artifacts such as threshold-crossing due to poor signal/noise and correcting for missed events (41). We prefer an alternative approach, where we treat the time series as a two-state hidden Markov model. Here, the open and closed states correspond to different levels of current obscured by noise, each with different variability. Note that the threshold method would yield very similar results to any model with a symmetric noise distribution, but makes the assumption that the current variance is the same for both open and closed states. We prefer not to make that assumption, and so model closed and open states corresponding to normal distributions each with distinct mean and variance. Using the Gibbs sampling approach described in the Theory, we utilize a latent indicator variable \( s_1, \ldots, s_N \) to denote the state assignment for each data point. Thus, after MCMC inference, the indicator variables \( s_1, \ldots, s_N \) yield the idealized trajectory through the hidden states. This Bayesian approach to idealization of ion channel records has been used previously and was thoroughly compared to previous methods (34,42), so we omit such a discussion here (see the Supporting Material for a demonstration of the idealization method). With an idealized trace, we simply count how many consecutive samples are spent in a state before transitioning to the other state; this is a dwell time in one of the states. Decomposing the whole recording in this way yields a distribution of dwell-time events in the open state and in the closed state.

The theory of Markov processes indicates that the ensemble of dwell times should be exponentially distributed, if there is truly only one closed state and one open state. However, while a single channel time series implies the presence of only two conductance states, the distribution of dwell-times often indicates that there exist multiple states appearing as closed or open, yet which have measurably distinct dynamics. Given that we have measured a set of dwell-times, interpretation of this data is simply a matter of fitting to a (potentially) multicomponent mixture of exponential distributions. If we can decide how many components are in the data, then many methods might be used for estimating the parameters of a finite mixture model (6,43).

Much effort has been put into data transformations and other methods for deciphering how many components exist in single channel dwell-time distributions (43,44). Discovering the number of components within such data is an ideal use for Dirichlet process mixture models. As described in the Theory, we imagine that the data \( y_i \) values are drawn from an infinite number of exponential components by using a Dirichlet process prior on the mixture weights:

\[
G \sim \text{DP}(\alpha, H),
\]

\[
y_i \sim \int p(y_i | \theta) G(d\theta)
\]

By using this infinite model to fit our finite data, we are able to discover the number of components in the data, instead of assuming it. In the Theory, we described an efficient Bayesian method of analyzing a finite mixture of exponential distributions as well as a sampling method for a Dirichlet process mixture model. We demonstrated that this infinite model could indeed discover the number of components in simulated data drawn from mixtures of exponential distributions, and it could also provide accurate estimates of the relevant parameters and their uncertainties (see Fig. 1).

This method can be applied to dwell-times from BK channel recordings at various holding voltages. Fig. 3 shows dwell-time distributions from 5 s of data from a BK channel in 6 \( \mu \)M calcium held at several voltages. These dwell-time distributions have been analyzed using an infinite mixture of exponential distributions so that we can discover the number of components in the data, instead of presupposing it or fitting many different models sequentially. In Fig. 3, the aggregates of dwell-times are visualized as histograms and the probability density of each component is shown atop the histogram. Finally, the total probability density from all components is shown as the gray trace, which overlays well with the observed histograms. We are able to extract from these data the number of hidden components (see Fig. S3 in the Supporting Material for posterior distributions) and find that these results are consistent with what is previously known about the BK channel. For example, we see that with the three increasing holding voltages, the infinite mixture model indicates the emergence of measurably distinct open states. Additionally, we have a rigorous estimate of the timescale parameter for each component, and can see that the alterations in mean dwell time (as a function of voltage) are consistent with previous findings (45). This task of determining the number of significant components in dwell-time distributions is easily accomplished using a Dirichlet process mixture model (see Discussion for comparison with previous methods).

Application of iHMM to single-molecule time series

HMMs have enjoyed vast application in many areas of science and engineering due to their flexibility and predictive ability (4). For stochastic time series arising from single-molecule measurements, we now index each data point with discrete time \( t \), and we might imagine that the observations \( y_t \) are normally distributed random variables and that each hidden state corresponds to a normal distribution with a different mean and precision such that

\[
y_t \sim N(\mu_i, \sigma_i^2)
\]
As described in the Theory, a nonparametric Bayesian extension of this HMM framework is the hierarchical Dirichlet process hidden Markov model (30,31). Using this model, we do not fix the number of hidden states before data analysis, but instead we can learn the likely number of hidden components within the data. Example uses of this model are shown in Fig. 4. The top of Fig. 4 shows an electrophysiological recording from a patch that contains an unknown number of BK channels. The holding voltage is negative, so downward deflections of current indicate events of ion channel opening. From this multichannel patch, we might want to estimate the number of channels in the patch and the average open probability.

When different numbers of channels are open at different times, we observe distinct levels of current, obscured by electrical noise. Thus, we can use an iHMM approach to learn how many distinct current levels exist in the time series and the number of channel openings seen. After iHMM modeling, each data point is colored corresponding to the hidden state from which it is likely drawn. It is clear that we are able to correctly detect the number of distinct levels of current and infer the number of open channels seen in this patch. In this particular case, the signal/noise of the recording is quite high and we could perform this task by eye fairly easily, but it serves as a general demonstration of the kinds of data that are well suited for the iHMM.

As a more challenging application, we use the iHMM to denoise single-molecule FRET traces and decipher distinct conformational states and transitions. Fig. 4 (middle) shows such single-molecule FRET traces recorded from the agonist-binding domain of the NMDA receptor (see Materials and Methods). In the traces shown, we can see that the FRET efficiency indicates the molecules tend to reside within distinct conformational states for tens of milliseconds before transitioning to other states. However, the noise in this data makes it difficult to tell when these transitions occur and, more importantly, how many conformational states are observed within each trace. We can use the iHMM to analyze these traces in order to detect the presence of significant conformational states. The data traces are overlaid with colors according to the hidden state from which each data point was likely drawn.

The iHMM is able to decipher distinct conformational states based on both the properties of the emission
distribution (mean and variance) and the dynamics of the states. Even if a state is visited extremely rarely (such as in the left trace), we are able to confidently assert the existence of distinct conformational states. Additionally, we could use the posterior distribution over the number of hidden states as a simple way to quantify confidence in an interpretation of the data (see Fig. S6). An interesting extension of this model would be to combine an ensemble of different traces into a hierarchal model (46). In such a model, we imagine each trace provides a brief snapshot of some underlying hidden distribution from which all the traces are drawn. Then the traces, taken in aggregate, provide information about the total conformational space and transition dynamics. Future work remains to be done in this area.

As a final application, we turn to single-molecule photobleaching. In this setting, we observe photon counts over time and are interested in detecting photobleaching events that reveal themselves as sudden decreases in photon intensity. We are particularly interested in counting the number of photobleaching events in a data trace. This setting is well suited for the iHMM because we want to detect transitions between an unknown number of states (corresponding to bleaching events). Fig. 4 (bottom) shows example traces from fluorophore-tagged TRIP8b proteins (see Materials and Methods). We can see that photobleaching events are apparent, but in regimes of low signal/noise, it might be quite difficult to tell by eye when bleaching events occur. After analysis with the iHMM, the data points are colored corresponding to the hidden state from which they are likely drawn. Algorithm parameters: \( \alpha = 1 \) and \( \gamma = 1 \).

Application of iAMM to single ion channel recordings

Next, we demonstrate the use of the iAMM to analyze single ion channel recordings. We previously analyzed BK single
channel data by deconstructing the time series into dwell-times and fitting exponential mixture models. This approach throws away much information because it treats each dwell-time as an independent draw from an underlying mixture of exponential distributions. A preferable method is to model each time point in the Markov-type model (5). In the Theory, we introduced the iAMM, where we assume degeneracy such that multiple hidden states share an emission distribution. We demonstrated that the iAMM (more precisely, the sticky-iAMM; see the Theory) can be used to learn the number of hidden states from an AMM time series (Fig. 2). We now apply this to single BK data, where we see stochastic transitions between open and closed states of the channel but suspect there exist more than two hidden states. Using the iAMM, we can learn the presence of open and closed states in the time series, instead of assuming this beforehand.

For Fig. 5, we have used 1 s of a recording of a single BK channel in 110 μM calcium held at +30 mV. The top row of Fig. 5 visualizes the posterior distribution over the number of hidden states and we see that we infer, with high posterior probability, the presence of four hidden states. Fig. 5 (middle) shows the data trace that was analyzed and the colors correspond to the hidden state from which each data point was likely drawn. This analysis reveals one open state and three closed states. We can see that there is a fast closed state (green) and a measurably slower closed state (red). Additionally, there is an extremely slow closed state (pink), of which we have only one observation, but are easily able to infer its existence due to its distinct temporal dynamics. The bottom trace is the same data at an expanded timescale. Encouragingly, we are able to detect the presence of distinct hidden states based solely on their dynamical differences in single ion channel recordings.

Before continuing, we describe a general barrier to the analysis of single channel recordings that the iAMM is still unable to surpass with this dataset. Kienker (35) noted that with aggregated Markov models, the space of potential mechanisms that can adequately fit any given equilibrium data set is nonidentifiable. In particular, it was shown that the transition matrix \( \pi \) of any given AMM exists among a (possibly infinite) equivalence class of other \( \tilde{\pi} \), which would all produce identical data. Not only might it be impossible to derive a unique estimate of \( \pi \) from data, but the members of such an equivalence class span a continuous range of \( \tilde{\pi} \), including members with entirely different connectivities between the hidden states. Hence, the problem of model selection is exacerbated, because many different models (different connectivities) can be transformed into one another and would all fit the data equally well. In fact, the

![FIGURE 5 Application of iAMM to BK data.](image-url)

(Top row) Relating to posterior distribution of number of hidden states; it seems that this data has four hidden states. (Middle) Data trace labeled for the hidden states. The iAMM finds one open state (blue), and three closed states. For the closed states, the fastest timescale state (green) is different enough from a slower one (red) that we are able to identify them as distinct. Additionally, an extremely slow closed state (pink) is identified. (Bottom) Same data at an expanded scale. Algorithm parameters: \( \alpha = 1, \gamma = 1, \) and \( \kappa = 100. \)
only way to circumvent nonidentifiability in aggregated Markov models is to presuppose a particular connectivity. Often, such a constraint on the connectivity between the states allows typical inference methods, such as maximum likelihood (5) or Gibbs sampling (34), to yield a unique estimate of \( \pi \) conditioned on a particular model. However, because our goal has been to avoid the presupposition of models, the iAMM approach will inevitably suffer from this model nonidentifiability when fitting equilibrium time series. Indeed, all existing methods for single channel analysis (5,6) will still be plagued by this nonidentifiability, because any particular model we choose will only specify a large equivalence class of models. It is likely that this nonidentifiability can be overcome by using nonstationary methods (35,47–50), and future work remains to be done in this area.

Despite this limitation, the iAMM approach can still be used to gain qualitative insights and to test the algorithm against what is previously known about the BK channel. In order to visualize the results, we cast the inferred state topology into a canonical form that is representative of, and unique to, a particular equivalence class. Several such canonical forms have been proposed including uncoupled form (35), manifest interconductance rank form (51), reduced dimensions form (52), and maximum entropy form (53). Because we are using canonical forms solely for visualization, and not to estimate the resulting transition rates, we use the Kienker uncoupled form due to its simplicity. Here, the connectivity is shown in the simplest form where none of the states of the same aggregate are connected to each other. That is, open states are only connected to closed states and closed states are only connected to open states.

Fig. 6 shows the result of using the iAMM to analyze several BK recordings at 6 \( \mu M \) and 110 \( \mu M \) calcium. The data visualized here represents a small fraction of the full trace used for model inference, which was 1 s of data \( (10^5 \) samples) in each case. At left, the data traces are shown with data points colored corresponding to the hidden state from which they are likely drawn. In the middle column, the model inferred from each trace is shown in Kienker uncoupled form. Again, while the state topology shown here is but one of many that could explain the data with high posterior probability, the visualization is used here to convey the general complexity of the gating mechanism that generated each trace. At right, the posterior distribution over the number of hidden states is shown. At very low holding voltages, open probability is very low, but also by allowing the channel to access a more complex state space. As holding voltage is increased further, and open probability begins to saturate at a high value, the complexity of channel gating decreases as the channel accesses fewer conformational states. The last trace in Fig. 6 is at \( +30 \) mV and 110 \( \mu M \) calcium, which is in an extreme corner of BK’s activation range. The open probability is very high, and in this extreme range the complexity is decreased, because the channel mostly occupies a single open state with infrequent sojourns to just two closed states. In each trace, we see that the channel accesses a subset of a master state space. Consistent with what is known about the BK channel (39,45,54), we see that in the extreme ranges of voltage and calcium, characterized by either very high or very low open probability, the channel gating landscape is the least complex. Conversely, in the middle of the activation range, the gating scheme is most complex, with the channel accessing a diversity of open and closed states. Using a nonparametric Bayesian approach, we were able to recover this fundamental principle of channel gating, by discovering structure hidden within these time series.

**DISCUSSION**

The study of protein biophysics has been greatly aided by the emergence of single-molecule experimental techniques, but developing rigorous and general tools for the analysis of such data remains an open challenge. We have described the use of nonparametric Bayesian inference, a powerful paradigm that has gained recent popularity in the statistics and machine learning communities, and which has been applied successfully for many difficult problems in science and engineering. These tools allow us to side-step the problems of model selection and user bias and instead allow us to discover significant structure in data, instead of assuming it beforehand. This framework was demonstrated with diverse settings in single-molecule biophysics, with models including nonparametric mixture models, hidden Markov models, and aggregated Markov models and data sets including single channel electrophysiology, single-molecule FRET, and single-molecule photobleaching. This paradigm provides a powerful basis to enhance the study of protein biophysics.

An important factor to consider with the methods proposed here is that of computation time. In general, Bayesian methods that employ MCMC require considerable computation because the sampling is designed to thoroughly explore posterior distributions. However, it is important to note that the Dirichlet process models described here do not incur additional computational complexity as compared to any Gibbs sampling approach for a finite model. Thus, the advances afforded by using nonparametric Bayes come at negligible additional computational cost relative to a more familiar Bayesian model. The computational complexity,
then, is simply that of a typical Gibbs sampler for each of the
use cases we describe. For a model with $N$ data points and $K$
hidden states, each Gibbs sampling iteration for the mixture
model and the hidden Markov models has complexity $O(NK^2)$.

As a benchmark, we describe the computation time
required for the examples we have explored (with a 2
GHz Intel i7 processor (Mountain View, CA)). The mixture
models with small datasets (such as Fig. 1) can be computed
in <1 s. With the single channel dwell times (Fig. 3), we
observed on the order of thousands of events, which could
be computed in tens of minutes. The iHMM examples
shown in Fig. 4 each consisted of a very short time series,
and took on the order of minutes to compute. The single
channel traces for the iAMM were quite long, on the order
of $10^6$ data points, and computation time was ~10 h for each
trace. These examples were executed with nonoptimized
code written in high level languages (R and MATLAB)
and computation speed will be improved considerably over time. Additionally, variational Bayes methods (55) and online methods (56) can be used to mitigate computation time with large datasets.

We demonstrated a basic use of nonparametric Bayesian inference by using a Dirichlet process mixture model to analyze dwell-times from single ion channel recordings. Using this infinite mixture model, it is possible to discover how many hidden clusters lay within the data and in this way, the number of hidden states could be learned, instead of assumed. For the case of ion channel dwell-times, much emphasis has been placed on optimal methods for analyzing such data (6,7,35,41,43). Recently, Landowne et al. (44) described a method to fit dwell-time data without knowing the number of components. This is similar in goal to the infinite mixture model described here. Their approach, grossly paraphrased, consists of beginning with a number of components that are very large (they used 20); iteratively using maximum likelihood to optimize the timescale and weight parameters of each component; removing clusters that are deemed to be too similar in timescale (they chose 2%) or too small in weight (they chose $10^{-5}$); and continuing this process of removing clusters until the log-likelihood is no longer improved. They demonstrate that their approach works very well to correctly identify the number of components in simulated data as well as BK channel data. Their approach, while convincingly demonstrated and validated, is not based on a rigorously defined mixture model, but instead consists of iterative hypothesis testing, ad hoc thresholds, and parameter optimization until the fit to data no longer improves.

In contrast to this, the Dirichlet process mixture model is rigorously defined over an infinite set of mixture components, and has well-studied properties that guarantee a clustering of the data. With ion channel data, a small number of distinct clusters are detected with high posterior probability. By sampling the space of all mixture models, we calculate the posterior distribution over the number of clusters in the data and can quantify our confidence in an interpretation of the data. Further, by sampling the full posterior (as opposed to simply seeking a maximum likelihood estimate), we can address parameter nonidentifiability, a pitfall that is sure to be problematic for exponential mixtures and small sample sizes.

In addition to channel data, Landowne et al. (44) test out their methods with classic datasets that have been deemed to be extremely challenging. They show that their method does very well in all cases to correctly detect the number of components. For comparison and validation, Fig. 7 shows the result of using an infinite mixture model to analyze each

![FIGURE 7 Demonstration of the infinite exponential mixture model with data sets discussed in Landowne et al. (44). "Boliden 3" corresponds to a mixture of four exponentials where each component has a higher timescale parameter and larger weight. "Boliden 4" is a mixture of four exponentials where one of the components has smaller weight than the adjacent components. Using the parameter values reported in Landowne et al. (44), $10^4$ data points are drawn from each mixture and analyzed using the infinite model. We are able to correctly recover the number of components and the relevant parameters. Algorithm parameters: $\alpha = 1$.](image)
of these data sets. “Boliden 3” corresponds to a mixture of four exponentials where each component has higher time-scale parameter and larger weight. “Boliden 4” is a mixture of four exponentials where one of the components has smaller weight than the adjacent components. Fig. 7 shows the result of using the infinite mixture model to analyze \( N = 10,000 \) data points drawn from each mixture, using the parameter values reported in Tables 2 and 3 of Landowne et al. (44).

It is clear that we infer, with high posterior probability, the correct number of components in each case. A more direct comparison of the parameters inferred by the two methods is shown in Fig. S4. Importantly, we can detect the presence of these components using only \( 10^7 \) data points, which is a 1000-fold smaller sample size than the \( 10^7 \) samples used in Landowne et al. (44). Although it is clear that the approach of Landowne et al. (44) works very well with large datasets (and is almost certainly faster than an MCMC-based approach), they discuss the limitations of their hypothesis-testing based approach when faced with inadequate sample size. In this small-sample regime, the Bayesian approach presented here will be better able to detect significant components in the data.

A generalization of mixture models might be one where we do not assume each datapoint is drawn independently from the underlying distributions, but instead we assume there is dependency between successive data points which is governed by some Markov process. Such a hidden Markov model has been a popular tool for modeling time series from ion channels and single-molecule FRET (5,57,58), especially with recent Bayesian methods (14,34,59,60). We showed how the nonparametric Bayesian extension, the hierarchical Dirichlet process hidden Markov model, can be successfully applied to a single-molecule time series. Using an iHMM to analyze multichannel patch recordings allows us to estimate the number of channels and open probability in noisy electrophysiological data.

Additionally, we used the same model to analyze data from the increasingly popular method of single-molecule FRET. In this case, we are interested in detecting distinct conformational states, as manifest in the noisy FRET efficiency signal. We can use the iHMM to analyze these traces in a typical hidden Markov approach, but without assuming the number of distinct states or their properties. Finally, we showed that single-molecule photobleaching traces can be analyzed with the iHMM in order to detect bleaching steps. Especially in cases of poor signal/noise, the iHMM provides a principled method to analyze such data. Generally, using the infinite hidden Markov model provides a rigorous and unbiased method to interpret stochastic single-molecule time series.

We showed that a special case of the iHMM, the infinite aggregated Markov model, could be used to analyze single ion channel recordings in order to detect the existence of hidden conformational states. We showed that this approach can be used to infer the presence of distinct open and closed states that differ only in their dynamics. Further, when this approach is applied to BK channel recordings at multiple calcium concentrations and holding voltages, the inferred gating schemes recapitulate basic principles regarding the complexity of BK channel gating. However, with the equilibrium single channel traces, we are still limited by nonidentifiability and cannot infer a unique and reliable estimate of the connectivity between these hidden states. Previous authors have shown the benefits of globally analyzing large data sets in aggregate or of incorporating nonstationary stimulus protocols (35,40,47–50). We suspect that such a strategy, coupled with an iAMM approach, may help considerably to overcome the barrier of nonidentifiability and be able to extract accurate and reliable models of ion channel gating from single-molecule recordings. Future work remains to be done in this area.

SUPPORTING MATERIAL

Supporting Materials and Methods, seven figures, and algorithms are available at http://www.biophysj.org/biophysj/supplemental/S0006-3495(14)04761-4.
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